
�Author for correspondence (s.a.spence@sheffield.ac.uk).

One contribution of 16 to a Theme Issue ’Law and the brain’.

Phil. Trans. R. Soc. Lond.B (2004) 359, 1755–1762 1755
doi:10.1098/rstb.2004.1555
Published online 26November 2004
A cognitive neurobiological account of deception:
evidence from functional neuroimaging

SeanA. Spence
�
, MikeD.Hunter, TomF.D. Farrow, Russell D. Green,

DavidH. Leung, Catherine J. Hughes and VenkatasubramanianGanesan

Department of Academic Clinical Psychiatry, Division of GenomicMedicine, University of Sheffield, The Longley Centre, Norwood

Grange Drive, Sheffield S5 7JT, UK
An organism may use misinformation, knowingly (through deception) or unknowingly (as in the case of

camouflage), to gain advantage in a competitive environment. From an evolutionary perspective, greater

tactical deception occurs among primates closer to humans, with larger neocortices. In humans, the onset of

deceptive behaviours in childhood exhibits a developmental trajectory, whichmay be regarded as ‘normal’ in

the majority and deficient among a minority with certain neurodevelopmental disorders (e.g. autism). In the

human adult, deception and lying exhibit features consistent with their use of ‘higher’ or ‘executive’ brain

systems. Accurate detection of deception in humans may be of particular importance in forensic practice,

while an understanding of its cognitive neurobiology may have implications for models of ‘theory of mind’

and social cognition, and societal notions of responsibility, guilt and mitigation. In recent years, functional

neuroimaging techniques (especially functional magnetic resonance imaging) have been used to study

deception. Though few in number, and using very different experimental protocols, studies published in the

peer-reviewed literature exhibit certain consistencies. Attempted deception is associated with activation of

executive brain regions (particularly prefrontal and anterior cingulate cortices), while truthful responding

has not been shown to be associated with any areas of increased activation (relative to deception). Hence,

truthful responding may comprise a relative ‘baseline’ in human cognition and communication. The subject

who lies may necessarily engage ‘higher’ brain centres, consistent with a purpose or intention (to deceive).

While the principle of executive control during deception remains plausible, its precise anatomy awaits eluci-

dation.
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1. INTRODUCTION

[L]ie. . .a false statement made with the intention of

deceiving. . ..

(Chambers 1991)

[D]eception. . . a successful or unsuccessful deliberate attempt,

without forewarning, to create in another a belief which the

communicator considers to be untrue.

(Vrij 2001)

That deception has long been of salience to human beings

is apparent in the religious texts of many civilizations. From

the writings of Ptahhotep five millennia ago (Chinweizu

2001), through the Hebrew Old Testament, to later works,

humans have been encouraged to be truthful: ‘Thou shalt

not bear false witness against thy neighbour’ (Exodus 20:

16, King James version). The presence of such injunctions

suggests that humans do indeed bear false witness, not least

when they are required to comment upon others. Hence,
any consideration of the relationship between the ‘law’ and

the ‘brain’ must take account of what humans do when

they seek to deceive. Our view is that when humans lie they

are probably using some of the ‘highest’ centres of their

brains, a proposition that has implications for notions of

moral responsibility.

Furthermore, the deception practised in the courtroom

or the cell can be seen within a wider context. There are

emerging literatures in evolutionary studies (Dunbar 2000;

Byrne 2003), normal human child development (Ford

1995) and developmental psychopathology (Sodian &

Frith 1992; Hughes & Russell 1993) suggesting that decep-

tion is an ability that develops naturally during childhood,

and which is ‘normal’. Such behaviours follow a character-

istic developmental trajectory (Ford 1995; O’Connell

1998) and are impaired among humans with specific neu-

rodevelopmental disorders (e.g. autism; Sodian & Frith

1992). Hence, there would appear to be an interesting ten-

sion between what is supposedly socially undesirable but

normal (i.e. telling lies), and that which is said to be com-

mendable but pathological (i.e. total truthfulness). Normal

human social interaction may depend upon limited disclos-

ure. Indeed, several authors have pointed out that strictly

truthful communication at all times might be rather hard to

live with (e.g. Ford 1995; Vrij 2001) and truth itself may be
#2004The Royal Society
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used to malicious ends while some forms of lie can be altru-

istic (Ford 1995). Across cultures there are more words for

deception and lying than for telling the truth, an apparent

discrepancy that may reflect the social sensitivity of indicat-

ing that another person is dishonest (Ford 1995).
2. THEUSEOFDECEPTION

[O]ne must know how to colour one’s actions and to be a great

liar and deceiver. Men are so simple, and so much creatures of

circumstance, that the deceiver will always find someone ready

to be deceived.

(Machiavelli 1999, p. 57)

Tactical deception is defined as a behaviour that forms part

of the normal repertoire of an animal but which is deployed

in such a way that it appears to mislead a conspecific, to the

advantage of the index organism (Byrne 2003). Drawing on

the available evolutionary evidence, Byrne (2003) speculated

that tactical deception probably emerged within the primate

lineage some 12 Myr ago, thereby inferring sufficient cogni-

tive capacity among primate species at that time.

Studies of contemporary non-human primates suggest

that some form of purposeful deception occurs in those clo-

sest to man (in terms of their evolutionary lineage), and

that, at the level of species, neocortical volume is related to

the frequency of such observed deception (Byrne 2003).

‘Simply knowing the ratio of the brain taken up by the neo-

cortex, divided by the volume of the rest of the brain,

enables us to predict 60% of the variance in the amount of

deception that is observed in the species concerned’ (Byrne

2003, p. 51).

Why might deception arise within primate colonies?

Adenzato & Ardito (1999) suggest that deception facil-

itates individual autonomy within the constraints of group

living. To be able to do what he/she wishes, especially in the

face of hierarchical restraint, an organism must be able to

mislead others. Adenzato and Ardito suggest that deceiving

organisms rely upon two cognitive psychological mechan-

isms: ‘theory of mind’, by which they mean the ability of

the organism to infer what others are thinking, and ‘deontic

reasoning’, by which they mean an appreciation of social

rules and the consequences of their transgression. Hence, it

only makes sense to speak of ‘deception’ among primates if

the animal concerned gives some indication that it under-

stands how the current situation appears to the conspecific

it is deceiving, and if there is some advantage to that decep-

tion (e.g. avoidance of punishment or access to reward).

Given the normal appearance of lying and deception

during childhood (Ford 1995; O’Connell 1998), several

authors have speculated upon the (teleonomic) purpose

served by such behaviours in human life. These accounts

have little to say about the mechanism by which deception

emerged during evolution. However, at the level of the

individual human child, one speculation has been that

deceit delineates a boundary between the ‘self ’ and the

‘other’, specifically between the child and her mother

(Ford et al. 1988). Learning at the age of 3 or 4 years that

he/she can know something that his/her mother does not

know (which itself implies a developing theory of mind)

establishes for the child the limit of his/her mother’s knowl-

edge, and allows the child some degree of control. Indeed,

this experience of control (over information) might drive
Phil. Trans. R. Soc. Lond.B (2004)
the ‘pathological lying’ seen later in life, among dysfunc-

tional adolescents and adults (Ford et al. 1988). Following

this argument, the ability to lie is dependent upon the liar’s

recognition that his/her thoughts are not known to others;

and that different individuals’ understandings of the world

may diverge. Hence, deliberate deception is dependent

upon the acquisition of a capacity for theory of mind, a

capacity that has been the subject of functional neuroima-

ging studies (Fletcher et al. 1995; Gallagher & Frith 2003).

It is worth noting that lying may be prosocial in certain

contexts. It may ease social interaction, by way of compli-

ments and information management. By contrast, precisely

truthful communication at all times would be difficult and

perhaps rather brutal. Hence, it is unsurprising that ‘nor-

mal’ subjects admit to telling lies on most days (Vrij 2001).

Social psychological studies, often of college students, sug-

gest that lies facilitate impression management, especially

early on in a romantic relationship (Vrij 2001). Hence,

given that theory of mind is a prerequisite for deception,

and that deception eases social communication, it is unsur-

prising that disorders of social interaction (such as autism)

are associated with an inability to deceive, and social com-

munication that may appear insensitive (Sodian & Frith

1992; Hughes &Russell 1993; Happe 1994).

Of course, deception is a vital skill in the context of con-

flict, especially between social groups, countries or intelli-

gence agencies (e.g. Latimer 2001). When practised under

these circumstances it might even be perceived as a moral

‘good’ (depending on one’s affiliation). However, when an

individual subject is branded a liar, any advantage formerly

gained may be lost. Although fluent liars might make enter-

taining companions (at times), being known as a liar is

unlikely to be ultimately advantageous (Vrij 2001).
3. PRINCIPLESOFEXECUTIVE CONTROL
Control of voluntary behaviour in everyday human life is

crucial but likely to be constrained by cognitive, neurobio-

logical resources (Baddeley 1966; Passingham 1996;

Spence et al. 2002). Control (or executive) functions are

not necessarily ‘conscious’, although their contents may

access awareness (Badgaiyan 2000; Jack & Shallice 2001).

Executive functions include problem solving, planning, the

initiation and inhibition of behaviours, and the manipu-

lation of useful data in conscious working memory (e.g. the

telephone number about to be dialled, the ramifications of

the lie about to be told). These functions engage specific

regions of the PFC (see figures 1 and 2), though they also

involve distributed brain systems. There seems to be a prin-

ciple to the cognitive architecture of executive control.

‘Higher’ centres such as the PFC are essential to adaptive

behaviour in novel or difficult circumstances, while lower,

slave systems, implicating posterior and sub-cortical sys-

tems, may be sufficient to perform routine or automated

tasks (e.g. riding a bike while thinking of something else;

figure 2; Shallice 1988, 2002; Passingham 1996).

A recurring theme in the psychology of deception is the

difficulty of deceiving in ‘high stake’ situations: infor-

mation previously divulged must be recalled, emotions and

behaviours ‘controlled’, information managed (Vrij 2001).

The latter resemble executive tasks. Hence, much of the

liar’s behaviour may be seen, from a cognitive neurobiolo-

gical perspective, as falling on a continuum with other
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situations in which behavioural control is exerted, albeit

using limited resources (hence, subjects will exhibit decre-

ments in performance while attempting to perform dual or

multiple tasks concurrently; Passingham 1996). A liar

might therefore ‘slip up’ if distracted, mistakenly uttering

the truth.

Liars may also ‘give away’ deception by their motor

behaviours. While telling complex lies they may make

fewer hand and arm movements (‘illustrators’; Ekman &

Friesen 1972; Vrij 2001). The slowing of behaviour exhib-

ited by liars has been termed the ‘motivational impairment

effect’ (Vrij 2001).
4. LYINGASACOGNITIVE PROCESS
Deceiving another human subject is likely to involve mul-

tiple cognitive processes, including theory of mind con-

cerning the victim’s thoughts (their ongoing beliefs) and

the analysis of responses made by both the liar and the vic-

tim in the context of their interaction. In the light of the

above, we may posit that in the normal situation the liar is

called upon to do at least two things simultaneously. He

must construct a new item of information (the lie) while

also withholding a factual item (the truth), assuming that

he knows and understands what constitutes the ‘correct’

information. Within such a theoretical framework it is

apparent that the truthful response comprises a form of

baseline, or pre-potent response. We would predict that

such a response would be made by an honest subject

answering the same question or by the liar were he to

become distracted or fatigued (indeed, from this perspec-

tive it is understandable why inebriation or sedation might

‘release’ the truth via disinhibition: in vino veritas). We

might, therefore, propose that responding with a lie

demands some form of additional cognitive processing,

that it will engage executive, prefrontal systems (more so

than telling the truth). Hence, we have a hypothesis that

may be tested using functional neuroimaging (Spence et al.

2001).
Phil. Trans. R. Soc. Lond.B (2004)
That the orbitofrontal cortex may be involved in success-

ful deception, or at least in withholding information, has

been implied by Ford (1995). Drawing on the example of

the ‘pseudopsychopathic personality’ syndrome observed

after orbitofrontal lesions, Ford points out that though

these patients may exhibit certain features of psychopathy

(such as impulsiveness and aggression), they tend not to lie.

Instead they exhibit a callous disregard for social conven-

tion and an ‘honesty’ that may be extremely insensitive to

decorum and the feelings of others. They may be inappro-

priately truthful (i.e. ‘tactless’). Hence, it is possible that

the presence of an intact orbitofrontal cortex facilitates the

telling of lies (perhaps as a consequence of response inhi-

bition; in this case the inhibition of truthful responses).

Lesions of this brain region in non-human primates pro-

duce deficits on conditional response tasks (including cer-

tain forms of the ‘go, no-go’ task) that may elicit

perseveration (contextually inappropriate response rep-

etition; Iversen & Mishkin 1970; Butters et al. 1973). In

humans, lesions may also be associated with perseveration

and a failure to inhibitation pre-potent responses (Stark-

stein & Robinson 1997). Hence, from a cognitive neuro-

biological perspective, the pseudopsychopath of Ford

(1995) utters pre-potent truths, tactlessly, because they are

‘released’ by orbitofrontal lesions.
5. IMAGINGDECEPTION

(a) Spence (2001)

We proposed that the inhibition of relatively pre-potent

responses (‘truths’) would be associated with greater acti-

vation of ventral prefrontal regions (systems known to be

implicated in response inhibition; see x4 and figure 1). We

also proposed that the concomitant generation of ‘lie’

responses (in contrast to ‘truths’) would be associated with

greater dorsolateral prefrontal cortical activity (this area

being implicated in the generation of novel responses; Frith

et al. 1991; Spence et al. 1998).

We used a simple computerized protocol in which sub-

jects answered questions with a ‘yes’ or a ‘no’, pressing

specified single computer keys. All the questions concerned

activities that subjects might have performed on the day

that they were studied. We had previously acquired infor-

mation from each of them, concerning their activities,

when they were first interviewed. However, there was an

added feature of the method applied in that subjects per-

formed these tests in the presence of an investigator who

was a ‘stooge’, who would be required to judge afterwards

whether the subjects’ responses were truths or lies. The

computer screen presenting questions to the subjects also

carried a green or red prompt (the sequence counter-

balanced across subjects). Without the stooge knowing the

‘colour rule’, subjects responded with truthful responses in

the presence of one colour and lie responses in the presence

of the other. All questions were presented twice, once each

under each colour condition, so that finally we were able to

compare response times and brain activity during ‘truth’

and ‘lie’ responses. We have published studies from three

cohorts of subjects ‘outside the scanner’ (30–48 subjects in

each; Spence et al. 2001, 2003; Farrow et al. 2003) and one

sample of 10 subjects ‘inside the scanner’ (Spence et al.

2001), each cohort performing two variants of our experi-
DLPFC

VLPFC

Figure 1. Cartoon illustrating two regions of PFC implicated
in behavioural control. The brain is viewed from the left side.
DLPFC has been particularly implicated in the generation of
behaviours (especially novel or ‘internally generated’
behaviours; Frith et al. (1991); Spence et al. (1998)); VLPFC
has been implicated in response inhibition and reversal
(Starkstein &Robinson 1997). VLPFC is markedly activated
in our experimental lying protocols (see figures 3 and 4).
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mental protocol. The brain imaging technique applied was

fMRI.

Our analyses revealed that whether subjects were studied

inside or outside the scanner there was a statistically signifi-

cant effect of lying upon response time (it being ca. 200 ms

longer during ‘lying’ compared with responding truth-

fully). In the scanned sample, lie responses were associated

with increased activation in bilateral ventrolateral pre-

frontal and anterior cingulate cortices (together with

medial premotor and left inferior parietal cortices; figure

3). These data support the hypothesis that prefrontal sys-

tems exhibit greater activation when subjects are called

upon to generate experimental ‘lies’ and they demonstrate

(at the level of groups of subjects) that longer processing

time is required to answer with a lie. However, our predic-

tions of which prefrontal regions would be most activated

during deception were only partly confirmed. The presence

of consistent activation in ventrolateral PFCs and the mini-

mal activation of DLPFC suggested to us that that the inhi-

bition of the pre-potent (truthful) response, inherent in our

task, contributed most to the pattern of activity seen. While

‘lying’ comprised only a reversal of the pre-potent response

(e.g. ‘yes’ for ‘no’) rather than an elaboration of a ‘new lie’,

it may have been insufficiently demanding for there to be

marked activation of dorsolateral prefrontal regions (see

the Ganis et al. (2003) study).

Notwithstanding these and other limitations (described

in x 5e), our finding of increased response time during lying

is congruent with a recent report of a convicted murderer,

filmed while lying and telling the truth (Vrij & Mann

2001). Although recounting similar material on both occa-

sions, this subject exhibited slower speech with longer pau-

ses and more speech disturbance when lying. He also

exhibited fewer ‘illustrators’ (bodily movements). Previous

meta-analyses of behavioural lying studies have also poin-

ted to speech disturbance, increased response latency and a

decrease in other motor behaviours in the context of

attempted deception (Ekman & Friesen 1972; Vrij &Mann

2001). Although responses on our (computerized) tasks

were non-verbal, the behavioural and functional anatom-
Phil. Trans. R. Soc. Lond.B (2004)
ical profile revealed (above) may indicate a common pro-

cess underlying these findings and others; namely, an

inhibitory mechanism that is used by those attempting to

withhold the truth (a process associated with increased

response latency).

It is noteworthy that the difference between lying and

truth times for all groups in our studies was ca. 200 ms

(Spence et al. 2001, 2003; Farrow et al. 2003). This is con-

sistent with behavioural data acquired by other authors,

studying the ‘guilty knowledge’ test (Farwell & Donchin

1991; Seymour et al. 2000; see x5b).

(b) Langleben (2002)

Other groups have also used fMRI and found the PFC to

be implicated in deception. Langleben and colleagues used

the guilty knowledge paradigm, to test the hypothesis that

subjects would activate executive, inhibitory brain regions

while withholding a truthful response. Subjects were stud-

ied in a MR scanner while they made motor responses to a

sequence of playing cards presented visually. The subjects

each held one card, which was known to them and which

they believed was unknown to the investigators (its identity

comprised their ‘guilty knowledge’). Subjects used a but-

ton box to respond manually ‘yes’ or ‘no’ regarding the

identity of the card they held. They also answered control

questions, some requiring truthful responses, and other

‘non-target’ questions to confirm their attention to the pro-

tocol. Denying possession of a target playing card (the ‘lie’)

was associated with greater activation in the anterior cingu-

late cortex (brain coordinates 4,26,42, in a region very

similar to that identified in Spence et al. (2001): 3,28,43;

Talairach & Tournoux 1988) and left parietal cortex (in a

region medial to that identified in Spence et al. (2001)).

There were no brain regions that exhibited greater acti-

vation during truthful responding relative to the lie con-

dition. Response times were not reported.

(c) Lee et al. (2002)

On the basis of behavioural experiments examining the

ways in which healthy subjects would set about feigning

memory impairment, Lee and colleagues suggested that a
consciously planned,
spontaneous

or novel behaviours

‘lie’ as a model of novel
response, accompanied by

suppression of the ‘truthful’
response

routine, automated
or stereotypical

behaviours

‘truth telling’ as a model
‘baseline’ response

activity modulated by ascending
neurotransmitter systems, e.g.

dopaminergic pathways.
Focal response constrained by

cytoarchitectural and genetic factors
e.g. polymorphisms of gene for

COMT, the enzyme metabolizing
dopamine in prefrontal cortex

prefrontal cortex
‘executive’

subcortical and posterior
cortical systems

(including premotor, motor,
parietal cortices,

basal ganglia, thalamus
and cerebellum)
‘slave’ systems
Figure 2. Schematic diagram illustrating neural basis of behavioural control. Prefrontal systems are implicated in control of
complex and novel behaviour patterns, modulating ‘lower’ brain systems (such as basal ganglia and premotor cortices). However,
constraints are imposed by genetic and neurodevelopmental factors (left) and activity is modulated by neurotransmitter function.
These constraints impose limits on the envelope of possible responses emitted by the organism (Spence et al. 2002).
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real ‘feigner’ would take account of their response perform-

ance as they went along, so that they would not perform

‘too badly’ all the time (in case this provoked suspicion).

To remain credible, such a malingerer would wish to per-

form no worse than chance when answering questions

relating to their feigned deficit (e.g. their autobiographical

memory). In aMR scanner subjects performed two forced-

choice tasks, one relating to identifying three-digit numbers

they had seen previously, the other to items of autobio-

graphical information, for example, where they had been

born (Lee et al. 2002). Subjects made manual responses to

indicate their answers. When compared with truthful

responding (on both tasks) malingering was associated

with increased activation in bilateral dorsolateral pre-

frontal, inferior parietal, middle temporal and posterior

cingulate cortices, together with bilateral caudate nuclei.

The authors did not report any areas where truthful

responding elicited greater activation. Response times were

not reported.

(d) Ganis (2003)

In this study the authors made a novel distinction, not

emphasized in earlier studies, between lies that form part of

a well-rehearsed and coherent scenario and those that are

spontaneous and need not fit into such a larger narrative

framework. Subjects were studied while they gave motor

(button press) and vocal responses, comprising both forms

of ‘lie’. Their findings were that both types of lie were asso-

ciated with greater activation in bilateral anterior prefrontal

cortices and bilateral hippocampal gyri, while there were no

reported areas of greater activation during truthful

responding. On a sub-group of subjects for whom beha-

vioural response measures were available, the authors did

not find a significant difference in response times during

lying and truthful responding. However, it is interesting to

note that their raw data do suggest a difference of ca.

200 ms (whereas the mean response time for memorized-

scenario lies was 838 ms, and that for spontaneous, iso-

lated lies was 859 ms, the mean response time for truthful

responses was 613 ms; Ganis et al. 2003). This study may

have been underpowered to detect significant differences

between deceptive and truthful response time.
Phil. Trans. R. Soc. Lond.B (2004)
These authors also reported some other similarities to

the foregoing work. Anterior cingulate gyrus exhibited

greater activation during spontaneous lies, at a focus

(4,6,39) 20 mm posterior to that seen in the studies by

Spence et al. (2001) and Langleben et al. (2002; See x5b).
Also, they found an area of activation associated with the

telling of spontaneous, isolated lies in the right Brodmann

Area 47 ‘in a spherical (region of interest) centred at the

coordinates reported in Spence et al. (2001)’ (p. 835).

With respect to the proposed distinction between

rehearsed and spontaneous lies, Ganis and colleagues

report greater right frontal activation in the former and

greater anterior cingulate cortex and visual cortex activity

in the latter.

(e) Future directions

The scanning studies to date, including our own, have

been subject to behavioural and task-related limitations: a

certain artificiality, the frequent use of a non-vocal signal to

transmit the deception, and the ‘low stake’ nature of the

‘lying’ involved. Some of these limitations have involved

compromises imposed by the scanning technology itself.

Future experimentation should seek to use other para-

digms for testing the neurological components of decep-

tion, in part by expanding the kinds of tasks used.

In a current, unpublished fMRI study, we have begun to

explore this kind of variation, using ‘silent periods’ in the

scanner to allow auditory stimuli and vocal responses to be

used. By studying vocal lies and by adding a ‘defy/comply’

condition, we posited that the following cognitive subtrac-

tion would reveal those brain regions specifically activated

by lying, rather than by memory of the index event or the

mere reversal of a pre-potent response:

brain activations specific to lying ¼
(lie-truth)� (defy-comply):

This approach appears promising. Preliminary data

analysis using this subtraction suggests that lying was

specifically associated with activation of the following

regions: right ventrolateral and orbitofrontal cortices (BA

47 and 11, respectively), right medial (BA 6) frontal gyrus,

right inferior parietal lobule (BA 40) and left premotor cor-
(a) (b) (c)

Figure 3. Brain regions showing significantly greater neuronal response during lying (cf. truth telling) when answers are given
manually, and questions are presented visually (a), or via headphones (b). A conjunction analysis, combining both datasets,
reveals the same pattern of activation (c). These figures show statistical parametric maps thresholded for display purposes at p <
0:001 (uncorrected). In each group, the upper left figure is a sagittal view (from the right side), the upper right figure is a coronal
view (from behind) and the lower left is a transverse view (from above the brain). Regions maximally activated include bilateral
VLPFCs cortices andmedial PFC (anterior cingulate cortex); there is also activation of left parietal cortex. (Adapted from Spence
et al. (2001).)
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tex (BA 6) (table 1). At a less conservative statistical thresh-

old (p < 0:001, uncorrected for multiple comparisons)

activity in orbitofrontal regions was seen to be bilateral (fig-

ure 4), similar in location though not identical to that of our

previous study (figure 2; Spence et al. 2001).
6. COMMENT
From a cognitive perspective the telling of lies resembles an

executive process. On behavioural measures there is an

increase in response time, relative to truthful responding

(Spence et al. 2001, 2003; Farrow et al. 2003; see Ganis et

al. 2003). When fMRI has been used to study experimental

deception, a consistent finding has been that of increased

activity in executive brain regions, specifically areas of PFC

and anterior cingulate gyrus (Spence et al. 2001; Langleben

et al. 2002; Lee et al. 2002; Ganis et al. 2003). So far, to our

knowledge, no published fMRI study has revealed

increased activation in any brain region during truthful

responding (relative to deception, though the possibility of

a Type 2 error cannot be unequivocally excluded).

The findings of our current study of vocal lying are con-

sistent with key aspects of the foregoing studies. In com-

mon with our own previous study, lying is associated with

increased activation in VLPFC (BA 47). In common with

the work of Lee et al. (2002) it is also associated with

increased activation in the right inferior parietal lobule (BA

40). Although greater activation of BA 47 may reflect the

suppression of pre-potent, truthful responses (Spence et al.

2001), greater activation of BA 40 may reflect an element

of online computation (where it is expedient not to lie ‘too

often’; Lee et al. 2002). Also, as in each of the preceding

neuroimaging studies (Spence et al. 2001; Langleben et al.

2002; Lee et al. 2002; Ganis et al. 2003), our current study

reveals no areas of the brain where truthful responding eli-

cited increases in activation (relative to lying). Taken

together, our findings are consistent with the hypothesis

that lying comprises an executive process and that truthful

responding constitutes a relative baseline in human cog-

nition.

One of the weaknesses of our first study was that the acti-

vations associated with deception enacted through motor

responses were confounded by the requirement for

response reversal (e.g. answering ‘yes’ for ‘no’). In the later

study we attempt to control for this possible confound. Our

defy/comply protocol allows us to study response sup-

pression in another context and reveals that even after sub-

tracting away those activations associated with response
Phil. Trans. R. Soc. Lond.B (2004)
reversal in ‘defiance’, lying elicits greater activation in

ventral prefrontal regions. The regions implicated by

results to date, in our later study, again suggest that a cen-

tral component of lying is the suppression of truthful (pre-

potent) responses. Once again, it was the ventral prefrontal

regions that were most activated (cf. DLPFC, figure 1).

7. THEBRAIN AND THE LAW

The first visual record of police interrogation we have comes

from a XII Dynasty tomb in Egypt, two thousand years before

Christ. The image shows a man being held by three others

while the fourth one beats him with a bamboo stick and the

fifth, who appears to be the one in charge, supervises the pro-

cedure.

(Simic 2004, p. 24)

And if my thought-dreams could be seen, they’d probably put

my head in a guillotine.

(BobDylan, It’s All RightMa, I’mOnly Bleeding)

As psychiatrists and neuroscientists, our interest in the cog-

nitive neurobiology of deception has been motivated by a

desire to understand the cognitive architecture of complex,

purposeful human behaviours. We are commonly con-

fronted with the possibility of deception in the clinical

arena and its meaning may be susceptible to multiple inter-

pretations. From a biological perspective, our findings and

those of others suggest that deception engages the higher

centres of the human brain and places certain demands

upon the cognitive capacities of the individual who is lying.

It would be naive to imagine that such a body of work

might not impact upon that other ‘real world’ of forensic

practice, at least at a theoretical level (at the moment). The

question of whether or not societies should resort to lie

detection is one deserving of broad societal debate and is

not in itself a scientific question. However, the develop-

ment of means of lie detection that are (physically) harm-

less to the individual concerned might be regarded as a

moral good, if contrasted with the more traditional means

of information extraction alluded to by Simic (2004).

Nevertheless, the right to silence and the value of non-

coerced confessions as desirable elements of human behav-

iour are also deserving of respectful consideration and con-

tinue to attract thoughtful review (e.g. Brooks 2000). We

do not have the space to do sufficient justice to these issues

in the current paper so we offer the following as cautions to

the premature application of brain imaging technology to

the problem of lie detection. The problems we foresee

include the following.

(i) Ecological validity: the experiments that we have

reviewed have generally involved compliant subjects

telling trivial lies. They have not involved the high-

stake situations that might be expected to pertain in

the forensic arena.

(ii) Experimental design: it is clear that all experimenters to

date (ourselves included) have devised simple experi-

ments of simulated deception, which facilitate analy-

ses using simple contrasts (i.e. lie versus truth) with

the theoretical assumptions inherent in such designs.

Making a categorical distinction between truth and lie

suggests a certain clarity but may not cohere in the
Table 1. Areas activated during lie condition in vocal lying
study (relative to truthful responding and following subtrac-
tion of ‘defy/comply’ activations).
(p < 0:05, corrected for multiple comparisons.)
Talairach
coordinates
brain area
 BA
 X
 Y
 Z
 t
right orbitofrontal PFC
 11
 38
 40
 �15
 4.50

right VLPFC
 47
 34
 31
 �2
 4.22

right premotor cortex
 6
 4
 1
 57
 4.32

right inferior parietal lobule
 40
 50 �
60
 44
 4.97

left premotor cortex
 6 �
10
 22
 66
 4.40
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‘real world’, where information may be imprecise,

motives mixed and elements of truthfulness con-

tained within the lie that the subject tells. Addition-

ally, no study reported to date has demonstrated a

distinct physiological signature to ‘truth’, merely that

‘lies’ activate the brain more, particularly in executive

regions.

(iii) Statistical power: the studies we have reviewed concern

the averaged brain activities of groups of subjects and

we are aware of no study to date that has provided

convincing evidence of a physiology of deception at

the level of the single subject. Hence, there may well

be a range of individual differences and it would be

premature to extrapolate from the sorts of data we

have considered to the individual suspect in the court-

room or the cell.

(iv) Can lying be ‘pathological’?: while deception is by

definition a deliberate act, we are aware of conditions

in which it may be conceptualized as ‘pathological’

(e.g. Abed 1995; Tyrer et al. 2001). Future theoreti-

cal work might focus upon the question of whether

such a deliberate act can be pathological in nature,

or whether it is instead the motivations, the reasons,

driving the act that are the locus of implied pathology.

It might well be that those who lie habitually are

not ‘abnormal liars’ (i.e., they are not ‘lying abnor-

mally’), merely people who use a normal strategy to

excess.
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GLOSSARY

BA: Brodmann area

DLPFC: dorsolateral prefrontal cortex

fMRI: functional magnetic resonance imaging

MR: magnetic resonance

PFC: prefrontal cortex

VLPFC: ventrolateral prefrontal cortex
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